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BACKGROUND EXPERIMENTS
OVERVIEW

Constraint Satisfaction . . . . Benchmarks
A heuristic must be both informative and efficient to compute. .
14 benchmarks from CSP Solver Competition 2005:

Overhead of some well-known heuristics may outweigh the gain.

A constraint satisfaction problem (CSP) 1s
defined by:

variables X = {X 1, X, ...}
constraints C = {Cq,C», ...}

e f{ = 0;
Such heuristics should be |deployed adaptively. . fgi t];le range y € {10°7107°6,...,1}

o with the minimum-conflicts and the pAC heuristics.

 Each variable X i has a non-empty Case StUdy —— . ?eamh mme |
domain D; of possible values. * (CSP backtracking search algorithms typically employ variable- R g

e Each constraint C; involves some ordering and Value-ordering heuristics. é o T Trel R ey
subset of the variables—the scope of  Some value ordering heuristics are computationally heavy, e.g. o \ ““““““ —
the constraint—and specifies the heuristics based on solution count estimates. g L B — o S |
allowable combinations of values for 1e-07 fe-05 fe-03 fe-01

* Principles of rational metareasoning can be applied to decide

that subset. o b. Solution count estimations
* An assignment that does not violate any when to deploy the heuristics. < i '
constraints 1s called consistent (or d <«
solution). VALUE ORDERING J°-
Value ordering heuristics convey information about: : ]
Rational Metareasoning . Ti—ane expectjcc.il time to ﬁnd.a solution. WithX k = Viis o7 005 e-03 e-01
e p;,—the probability that there is no solution with X x = yy; . The maximum improvement is achieved when the
* A problem-solving agent can perform The expected remaining search time in the subtree under X  for ordering w is: solution count 1s estimated in a small fraction of occasions .
base-level actions from a known set
{Ai]. Dl -1 _
e Before committing to an action, the Tslw =Tomt 2 Twill Pwg) Random instances (Model RB)

Exhaustive deployment, rational deployment, the minimum
conflicts and the pAC heuristics were compared on two
sets of 100 problem mstances.

a. Easier instances

agent may perform a sequence of
meta-level deliberation actions from a

set 15 } | | e The intrinsic VOI \; of estimating T;, p; for the ith assignment is the
e Atany given time there 1s a base-level expected decrease in Tslw. A; = E[Tsl“’— B T5|“’+i] |

e The current optimal base-level action 1s picking the w which mmimizes sl

action A 4 that maximizes the agent's . . . . o > ) o Mo
. « Computing new estimates (with overhead T°) for values Tj, p; is beneficial 5 . VSC
expected utility. . . > SC AC
when the net VOI is positive: V; = A; — T<. i VSC PAC :
The net VOI V(S Ji )of action S j 1 the — /'\"C\l : At PN
intrinsic VOI /\; less the cost of S MAIN R ESULTS 0 T o T TL:AC :3 TEAC
Search time, sec
V(S;) = A(S;) — C(S; - .
(55) = Al5;) = C(5)) Rational Value Ordering |
b. Harder instances
The intrinsic VOT A(S; ) is the expected | Tpe jnerinsic VOI /\;j of invoking the heuristic can be approximated _ MG
difference between the mtrinsic expected as: 2 —SC_
utilities of the new and the old selected ' ;f SC B PAC
base-level action, computed after the pAi
meta-level action 1s taken: Ai ~ E [ (T1 o Ti ) ‘D K ‘ ‘ Ti < Tl] T 1 0 = 0 S
0 TVSC TSC TMC TpAC 50
: Search time, sec
A(S;) = E[EUAL)—-EU(A .
(55) [EU(Aq) (Aq)] VOI of Solution Count Estimates y = 10 3based on a §ma11 set of hard l.IlStaI.lCGS‘ gave
o . good results on sets of instances of varyig size and
* Sy that HERATITZSS Ue9 et VDI The net VOI V of estimating a solution count can be approximated hardness.
performed: j ., = arg max V(S; ) as:
if V(S; ) > 0. | G lized Sudok
e Otherwise, A 4 1s performed. o0 1 1 pn eherafized sudoxu
V « ‘ D ‘ e "S> | ) 1%  Real-world problem instances have much more
=N Nmax n° n! structure than Model RB random 1nstances.

e The experiments were repeated on random
Generalized Sudoku instances — a highly structured
domain.

where the constant Y |depends on the search algorithm and the
heuristic, rather than on the CSP 1nstance,| and can be learned

e Relative performance was similar to Model RB.

offlne.
SUMMARY FUTURE WORK
e A model for adaptive deployment of value ordering heuristics in algorithms for e Generalization of the VOI to deploy different types of heuristics for CSP.
constraint satisfaction problems. e Explicit evaluation of the quality of the distribution model, coupled with a
e Steady improvement compared to [exhaustive| deployment for an heuristic based on better candidate model of the distribution.
solution count estimates. e Application to search in other domains, especially to heuristics for planning;
e The optimum performance 1s achieved when solution counts are estimated only 1n a in particular, examining whether the meta-reasoning scheme can improve
small number of search states. reasoning over deployment based solely on learning.
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